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Abstract

Heat transfer in falling liquid film systems is enhanced by waviness. Comprehension of the underlying kinetic phenomena requires
experimental data of the temperature field with high spatiotemporal resolution. Therefore a non-invasive measuring method based on
luminescence indicators is developed. It is used to determine the temperature distribution and the local film thickness simultaneously.
First results are presented for the temperature distribution measurement in a laminar-wavy water film with a liquid side Reynolds num-
ber of 126 flowing down a heated plane with an inclination angle of 2�. The measured temperature distributions are used to calculate the
local heat transfer coefficient and the convective heat flux perpendicular to the wall for different points in the development of a solitary
wave.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

The liquid phase in applications of chemical and life sci-
ence industry, like film evaporators, absorption heat pumps
and falling film reactors, often occurs as gravity driven flow
in form of thin liquid films. It is observed that heat and
mass transfer in wavy film flow is significantly higher than
in a smooth film. A variety of investigations have been per-
formed to analyze heat and mass transfer resulting in semi-
empirical correlations to describe transfer enhancement in
such film systems, see Brauner and Maron [10], Wasden
and Dukler [29], Conslisk [12], Alekseenko et al. [3],
Alhusseini et al. [2], Roberts and Chang [22] and Miladi-
nova et al. [18]. For a critical review of models of coupled
heat and mass transfer in falling film absorption see Killion
and Garimella [15]. The mechanisms of transport processes
leading to the enhancement of heat transfer in such systems
are not clarified in detail. Because of the complexity of the
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system it is not possible to identify the responsible trans-
port mechanism from integral measurements of heat
transport.

To analyze these phenomena in detail, heat transfer in
falling liquid films is investigated in the Collaborative
Research Center (SFB) 540 ‘‘Model-based Experimental
Analysis of Kinetic Phenomena in Multi-phase Fluid Reac-
tive Systems”. To gain deeper insight two essential objec-
tives were pursued: to identify the precise hydrodynamic
regime in falling liquid films and to obtain highly resolved
experimental data on the temperature distribution in a
heated film.

The small film thickness requires a non-invasive measur-
ing method to avoid disturbance of the film. There exist
some well developed non-invasive optical measurement
techniques e.g. laser doppler anemometry (LDA) and par-
ticle image velocimetry (PIV) for velocity field measure-
ment. Measurements of the velocity field in wavy film
flow were performed by Al-Sibai et al. [7]. For information
about local film thickness a chromatic confocal imaging
method can be used, see Lel et al. [16]. For temperature
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Nomenclature

c specific heat capacity, J/(kg K)
C molar concentration, mol/m3

cw wave peak velocity, m/s
d thickness, diameter, m
F generalized flux, 1/s
f frequency, 1/s
H height of channel, m
I intensity, W/m2

K constant device factor, V m/W
k wave number = 2p/k, m�1

L length of channel, m
M measured phosphorescence, V
n distribution of effective emission area, m2

N number of nodal points
Pr Prandtl number = m/j
q heat flux, J
Re Reynolds number ¼ _V =ðm W Þ
t time, s
u streamwise velocity, m/s
V volume, m3

v transversal velocity, m/s
W width of channel, m
x streamwise coordinate, m
y normal coordinate, m

Greek symbols
a heat transfer coefficient, W/(m2 K)
e relative deviation, bound

c parameter
g dynamic viscosity, kg/(m s)
u inclination angle, �
j thermal diffusivity, m2/s
k thermal conductivity, W/(m K)
k wave length, m
m kinematic viscosity, m2/s
# temperature, �C
q density, kg/m3

s decay constant, s
n non-dimensional normal coordinate

Subscripts

0 initial or reference value
d disturbance
diff diffusional
eff effective
exp experimental
f film
g gas
i interface
l liquid, lower bound
m mean
ob observation volume
sta stagnant liquid
u upper bound
w wave, wall
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field measurements thermo-chromic liquid crystals (TLC)
were used. For example, Günther and Rudolf von Rohr
[23,24] measured temperature and velocity fields in turbu-
lent natural convection by combining PIV and liquid crys-
tal thermography (LCT). Temperature field measurements
of thermal convection from a heated horizontal surface
applying two-color laser induced fluorescence (LIF) were
performed by Sakakibara and Adrian [26]. In order to
get field information about velocity and temperature simul-
taneously a combination of PIV and planar laser induced
fluorescence (PLIF) is used. Hishida and Sakakibara [14]
used this method to investigate impinging jets. In the cases
where PLIF is used to get information about the tempera-
ture distribution, the region of interest has to be optically
accessible in two perpendicular planes to realize the planar
laser sheet and to measure the emission of the excited indi-
cator. This results in certain geometrical restrictions for the
systems to be investigated.

The proposed optical method presented in this paper
makes use of optical probes which allow to provide the
temperature distribution in a film flowing down a heated
plane and the local film thickness simultaneously in both
high spatial and high temporal resolution. The measure-
ments are possible at several user-defined points of interest
at the same time. The data obtained from the presented
measurements is used to determine the local heat transfer
coefficients in a single wave. To quantify the effect of the
wave induced convective transport on the heat transfer in
the wavy film flow an effective heat flux is introduced and
evaluated using the experimental data.

2. Physical basics

For the investigation of the heat transport in a laminar-
wavy liquid film of water the optical indicator biacetyl (2,3-
butanedione) is used. Biacetyl has a molar mass of 86.09
g/mol and a density of 0.99 g/cm3 (20 �C). It emits phos-
phorescence as well as fluorescence when illuminated with
UV-light. In an aqueous solution the phosphorescence
and fluorescence intensity depend on temperature and indi-
cator concentration. Furthermore the phosphorescence is
quenched by dissolved oxygen in the water whereas the
intensity of fluorescence is independent of oxygen. The lat-
ter interrelationship was used to measure concentration
distributions C of absorbed oxygen in laminar-wavy liquid
films, see Schagen and Modigell [27].

After a pulsed excitation with UV-light the phosphores-
cence emission I decreases with time according to



Fig. 2. Dependence of measured signal M(t) on temperature profile #(y) in
a stagnant liquid film.
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IðC; #; tÞ ¼ I0ðC; #Þe�t=sðC;#Þ: ð1Þ
In this equation I0 is the initial emission intensity after
turning off the excitation and s is the decay constant of
the phosphorescence emission.

In this work only oxygen free aqueous solution (C = 0)
is used and so the phosphorescence emission depends only
on temperature. Measurements have been performed to
analyze the correlation between the temperature and the
decay constant of the phosphorescence emission using the
optical device described in Section 4.1. A tempered glass
vessel, equipped with a thermocouple and a magnetic stir-
rer, was filled with 1 l of demineralized water, which was
stripped of dissolved oxygen with purified nitrogen bub-
bles. After the degasification the luminescence indicator
biacetyl was added in a concentration of 11.4 mol/m3. This
biacetyl concentration was used by Bäckström and Sandros
[11] in their experiments to determine the decay constant of
the phosphorescence emission. The concentration of biace-
tyl is very low compared to the solubility concentration of
285 mol/m3 to prevent self quenching of the emission. The
temperature dependency of the phosphorescence decay
constant was measured in the range from 10 to 30 �C as
depicted in Fig. 1.

The experimental data can be approximated with the
linear equation

sð#Þ ¼ �3:4� 10�6 s=�C � #þ 2:99� 10�4 s ð2Þ
with a residual norm of 2.94 � 10�6 and a mean standard
deviation of 2.3 � 10�5 s. The measurement at # = 20 �C is
in good agreement with the value of Bäckström and Sandros
[11] who reported a value of s = 229 ls. The measurement of
Almgren [5] of 201 ls at 25 �C was obtained with a higher
concentration of biacetyl in aqueous solution which possibly
caused self quenching of the phosphorescence emission.

By measuring the decay of the phosphorescence in an iso-
thermal system of aqueous biacetyl solution the temperature
can be simply determined. Describing the measured data by
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Fig. 1. Decay constant of biacetyl phosphorescence in an oxygen free
aqueous solution depending on temperature.
applying Eq. (1) the decay constant s is obtained. Finally,
making use of Eq. (2), the temperature can be calculated.

In case of a non-uniform temperature distribution in a
stagnant liquid film every volume element emits a specific
phosphorescence after excitation, depending on the local
temperature, as sketched in Fig. 2.

In quadrant I a temperature profile in a liquid film is
qualitatively shown as a function of the coordinate y,
which is oriented perpendicular to the surface of the film.
The surface of the film is indicated by df. Quadrant II
shows the corresponding course of the local decay constant
also as a function of y. The local initial intensity and the
respective time dependent specific phosphorescence inten-
sity emitted from two locations in the film, indicated with
the arrows, are drawn in quadrant III. The phosphores-
cence totally emitted by all volume elements along the
coordinate y is given by the integral equation

M staðtÞ ¼ K
Z df

0

Ið#; tÞdy ð3Þ

as indicated in quadrant IV in Fig. 2. The factor K in Eq.
(3) contains apparatus and device specific contributions to
the optical signal which can be assumed to be constant.

Decay constant and initial intensity of the phosphores-
cence change with temperature and are related to each
other

I0ð#Þ
I0ð#0Þ

¼ sð#Þ
sð#0Þ

: ð4Þ

Herein s and I0 are the decay constant and the initial inten-
sity of the phosphorescence for a solution at the variable
temperature # and the reference temperature #0.

Finally, the total intensity M emitted by the observation
volume in a flowing liquid film is influenced by the velocity
distribution u(y). During the measurement volume elements
containing excited biacetyl molecules move out of the fixed
observation volume due to their local velocities. The result-
ing superposed decrease of the measured signal can be mod-
elled based on the residence time of excited biacetyl
molecules within the observation volume. This leads to

MðtÞ ¼ K
Z df

0

nIðy; tÞIð#; tÞdy; ð5Þ
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Fig. 3. Effective emission area of a volume element within the moving
liquid film.
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where nI is the distribution of the luminescent area within
the cross section of the measurement volume, see Fig. 3,
and can be modelled as

nIðy; tÞ ¼
2

p
arccos

uðyÞt
dob

� �
� uðyÞt

d2
ob

ðd2
ob � ðuðyÞtÞ

2Þ1=2

" #

ð6Þ
using basic geometrical relations.

The exact velocity field in our experiment is unknown.
Yet the velocity distribution in flow direction u(y) in wavy
films can be approximated by a parabolic profile

uðyÞ ¼ umax 2
y
d f

� y
d f

� �2
" #

ð7Þ

comparable to the analytical solution of Nusselt [19]. Here
the parameter umax is the longitudinal component of the
local surface velocity, see e.g. Alekseenko et al. [4] and Al-
Sibai et al. [7]. Based on experimental investigations on film
flow of Adomeit et al. [1] and Al-Sibai et al. [7] we propose a
linear interpolation of the surface velocity within the film
thickness region df,m < df < df,max. Thus the longitudinal
surface velocity component can be calculated:

for df 6 df,m:
umax ¼ umax;Nu ¼ g sin u

m d2
f

for df,m < df < df,max:
umax ¼ umax;Nu þ ðuw � umax;NuÞ df�df ;m

df ;max�df;m

for df = df,max:
umax = uw

The streamwise velocity uw at the interface in the wave
peak and the local instantaneous film thickness df are deter-
mined using the LIF technique. Thereby uw is approxi-
mated with the wave peak velocity cw which in turn is
determined from a two point measurement using a cross
correlation method reported for example in Al-Sibai [6].

The temperature dependency of the fluorescence shows
only a small influence on the signal height of the fluores-
cence emission. Increasing the temperature results in a
slight decrease of the signal. Comparable behavior is
shown by the fluorescence indicator Rhodamine 110 which
is used by Sakakibara and Adrian [26]. At constant biacetyl
concentration the fluorescence emission solely depends on
the film thickness. With appropriate calibration of the mea-
suring device this allows for an accurate measurement of
the film thickness.
Before carrying out the experiments some preliminary
model-based investigations were done to examine the influ-
ence of different temperature and velocity distributions on
the phosphorescence signal decay.

Sensitivity calculations were performed assuming three
different temperature distributions. These have a constant
wall temperature and decrease exponentially in direction
of the gas-liquid interface to different surface temperatures,
see Fig. 4. The falling liquid film is simulated as being non-
wavy with a Reynolds number of Rel = 157, the heated plane
is inclined by u = 3� with respect to horizon and for the
velocity distribution a parabolic Nusselt profile is assumed.

The resulting normalized decay curves of the phospho-
rescence intensity are shown in Fig. 5, calculated with
Eq. (5). The different slopes of the signals resulting from
the assumed temperature distributions is apparently caused
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by the overall temperature differences varying in the range
of 18 K 6 D# = #w � #i 6 30 K.

The course of the relative deviation between the temper-
ature distribution #1 and #2 and between #3 and #2 is
depicted in Fig. 6. The mean relative deviations are 36%
and 32%, respectively. The same is shown for the relative
deviations of the resulting signals in Fig. 7. Here the mean
relative deviations are 22% and 18%. So a given difference
in the temperature distributions results in a difference of
the signals with weak information loss.

The influence of different velocity distributions on the
phosphorescence decay shows a smaller sensitivity. The sig-
nals were calculated, according to Eq. (5), using parabolic
velocity distributions with different surface velocities and
an exponential temperature profile. The resulting signals
for this calculation differ only marginally for short observa-
tion times of 1 ms in the simulated measurements and hence
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Fig. 6. Relative deviations of the temperature profiles #1(y) and #3(y)
from the temperature distribution #2(y).
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Fig. 7. Relative deviations of the signals M calculated with the temper-
ature profiles #1(y) and #3(y) from the signal calculated with the
temperature distribution #2(y).
are not depicted here. Carrying out the same analysis
described above, the mean relative deviations in velocity dis-
tribution and resulting signal are 30% and 6%, respectively in
both cases. Therefore using an approximative velocity distri-
bution in the evaluation procedure is sufficient as long as the
residence time of excited biacetyl molecules within the obser-
vation volume is large compared to the measuring time.

3. Evaluation method

The objective of the evaluation method is to reconstruct
the temperature distribution #(y) from the measured time
dependent optical signal M(t) given by Eq. (5). Such a sig-
nal reconstruction is a classical inverse problem, see e.g.
Wolfersdorf [30], which in addition is nonlinear and ill-
posed. One possibility to solve such a problem is to formu-
late an optimization task

min
#2Rn

f ð#Þ ¼ min
1

2
kM expð#�Þ �Mð#Þk2

2

s:t: #l 6 # 6 #u

ð8Þ

where Mexp represents the experimental data and M results
from a model-based signal calculation using Eq. (5). The con-
straint restricts the solution # to be within lower and upper
bounds. The dimension N is chosen to be 25 for the numer-
ical treatment of the defined optimization task. This is a com-
promise between computational cost and dependency of the
signal on grid resolution in the y-coordinate as well as an
implicit regularization to the evaluation of noised data.

The numerical procedure makes use of an evolutionary
algorithm, which applies the principles of biological evolu-
tion, mutation and selection, to technical systems, see
Rechenberg [21] and Schwefel et al. [25,28]. The basics of
evolutionary algorithms are described in these books exten-
sively. A flowchart of the iterative procedure to reconstruct
the temperature distribution from the measured phospho-
rescence data is given in Fig. 8.
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Fig. 8. Model-based method of temperature profile reconstruction using
an evolutionary strategy.
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Starting with an initial guess of the temperature distri-
bution #0, the intensity decay of phosphorescence emission
M(#0) is calculated using Eq. (5). Then a value of the objec-
tive function f(#0) resulting from comparison of measured
signal and calculated signal according to the least-squares
problem formulated in Eq. (8) is determined. The mutation
step is a random oriented variation of the initial guess to
get the next estimation of the temperature distribution
#k=1, see Fig. 8. Here n are normally distributed random
numbers and K is for a simple case a matrix containing
the maximal interval in which one component of # can
be changed in one mutation step. If the estimate #k=1 sat-
isfies the constraint the signal M(#k=1) and the value of the
objective function f(#k=1) are calculated, otherwise the
mutation step is restarted. When the objective value is
smaller than a given bound the estimated temperature dis-
tribution is a good approximation of the real temperature
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distribution #*. Otherwise a selection step is applied to
check whether the new objective value f(#k) is smaller than
the old objective value f(#k�1). The temperature distribu-
tion related to the smaller value f is used as the starting
point of a new cycle of the iterative procedure.

The convergence of the evaluation method to recon-
struct the temperature distribution from a phosphorescence
decay signal was tested. The results are shown in Figs. 9
and 10.

The residual norm of the given simulated signal and the
signal resulting from the reconstruction is 2.5 � 10�12. The
underlying reconstructed temperature distribution fits the
given temperature profile with good accuracy. It was
shown that even for a stochastically noised signal the tem-
perature distribution can be determined with reasonable
accuracy.

4. Experimental design

4.1. Optical measuring technique

The measuring device is basically a phosphoroscope.
The source of the primary UV laser beam at a peak wave
length of 405 nm is a nitrogen pumped dye laser with a
maximum pulse frequency of 50 Hz. As laser dye 4,40-
diphenylstilbene (Lambda Physik AG, Germany) is used.
The nitrogen laser pulse has an energy of 116 lJ at a pulse
width of 700 ps. A beam splitter optic splits the primary
beam into two beams that are sent through light conduc-
tors to excite probe volumes in the wavy film with a diam-
eter of about 1 mm. The scheme of the measurement design
is shown in Fig. 11.

To obtain information on the wave peak velocity uw

which is needed to characterize the wave properties, the
measurement has to be performed at two points in film flow
direction simultaneously. The emission of the dissolved and
homogeneously distributed biacetyl is measured with four
photo-multipliers (Hamamatsu Photonics K.K., Japan).
Two of the photo-multipliers measure the phosphorescence
to get the temperature profile in the liquid film and the
other two measure the fluorescence to get the local film
thickness. To separate the information containing indicator
light conductor

falling liquid film photomultiplier
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Fig. 11. Principle of simultaneous two point measurement.
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emission from the (reflected) excitation light they are
equipped with optical edge filters (Schott AG, Germany).
For the separation of the phosphorescence edge filters
GG 475 and for the separation of fluorescence OG 515
are used. Fig. 12 shows the normalized spectra of excitation
and luminescence emission of biacetyl measured with a
LIMES-spectrometer (LTB GmbH, Germany).

A spectral separation of fluorescence and phosphores-
cence is not possible. Here the separation is based on by
the different emission lifetimes. The fluorescence has a
mean emission lifetime of about 3.6 ns whereas the mean
emission lifetime of the phosphorescence is 231 ls in oxy-
gen free water at # = 20 �C. In Fig. 13 the procedure is
shown schematically. The fluorescence is measured at the
moment of excitation t0. After a delay time of 1 ls the mea-
surement of the phosphorescence is started at t1. The cor-
ruption of the fluorescence data by phosphorescence can
be neglected, because the phosphorescence intensity is
two orders of magnitude smaller than the fluorescence
intensity in our measurements.

The analog signals of the photo-multipliers are con-
verted to digital signals with a fast A/D-conversion card
300 400 500 600 700 800
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Wave length [nm]

N
o

rm
al

iz
ed

 e
m

is
si

o
n

excitation
fluorescence
phosphorescence

Fig. 12. Normalized emission spectra of excitation, phosphorescence and
fluorescence.

t0

excitation
fluorescence
phosphorescence

t

M

10 ns

1 s

t1

1 ms

μ

Fig. 13. Scheme of the time dependent behavior of excitation and
luminescence emission.
(Spectrum GmbH, Germany) with a frequency of 1 MHz
per channel so that the temporal resolution of the intensity
measurement is 1 ls. The measuring duration after a single
laser shot is about 1 ms. The different jitters of the laser and
the measuring card were equalized with an external syn-
chronizing clock and a pulse/delay generator (Quantum
Composers Inc., USA). The remaining fluctuations in exci-
tation intensity of the laser dye are measured with an addi-
tional photo-multiplier. After correction of the indicator
emission with the excitation fluctuations, thickness mea-
surements are possible with an accuracy of 1% standard
deviation, see Fig. 14. The data within this figure is based
on cuvette measurements. A quartz glass cuvette was filled
with the same aqueous biacetyl solution as used in the
experiments. The maximum deviation in these measure-
ments is 3.5% as indicated in Fig. 14 by the maximum
lower error.

Liquid thickness measurements using a petri dish filled
to different film heights have shown a linear dependence
of fluorescence intensity on liquid film thickness in the
range of df = 0.7–1.4 mm. The distance between the end
of the light conductor and the bottom of the petri dish
was 4 mm. This is the same distance as in the falling film
experiments between the light conductors and the bottom
plate of the evaporator. Assuming the same linearity in
the falling film experiments the fluorescence measurements
are evaluated on the basis of the determined dependance on
df. According to the thickness measurement at the petri
dish the error in film thickness is 2.1% standard deviation
in respect to the mean value of 1 mm film thickness.

With the specified measuring device it is possible to
simultaneously obtain information about film thickness
and temperature distribution every 20 ms. The phosphores-
cence signal which is used to reconstruct the temperature
distribution has a temporal resolution of 1 ls.

4.2. Falling liquid film setup

The experimental setup for the temperature distribution
measurement in a falling liquid film is shown schematically
in Fig. 15. The main reservoir contains demineralized water
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Table 1
Parameters of the experimental setup

Design parameter Name Value

Liquid side Reynolds number [–] Rel 126
Gas side Reynolds number [–] Reg 200
Inclination angle [�] u 2
Liquid flow rate [l/h] _V l 32
Gas flow rate [l/h] _V g 551
Disturbance frequency [Hz] fd 2
Initial liquid temperature [�C] #0 18
Constant gas temperature [�C] #g 17
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degassed with purified nitrogen 5.0. OxiSorb� (Messer-
Griesheim GmbH, Germany) is used to remove traces of
moisture, oxygen and hydrocarbons from the nitrogen
gas supply. The mechanism is a chemisorption of the impu-
rities with reactive chromium compounds. The dissolved
oxygen is stripped from the water by nitrogen bubbles.
The oxygen concentration is reduced down to 10�6 mol/
m3 which is the lower bound of the indicator sensitivity
range for measurement of concentration distributions, see
Schagen and Modigell [27]. After degasification the lumi-
nescence indicator biacetyl is added in a concentration of
11.4 mol/m3. In this concentration biacetyl does not change
the physical properties of the liquid significantly. A mea-
surement of the surface tension of the aqueous biacetyl
solution with a du Nuoy tensiometer results in a value of
72.5 � 10�3 N/m. The surface tension of pure water is
72.75 � 10�3 N/m at 20 �C.

The conditioned liquid flows out of the main reservoir
into the film device, which can be inclined relative to the
horizontal plane in the range of u = 0�–60�. The liquid
flows out of a storage chamber through a manually adjust-
able slit into the heating chamber with an overall length of
L = 630 mm, a width of W = 70 mm and a height of
H = 30 mm. With separate gas streams the storage and
the main chamber are rinsed to form a nitrogen atmo-
sphere above the liquid surfaces to prevent additional
quenching of the phosphorescence by molecular oxygen.
A magnetic valve with an adjustable control frequency is
installed at the outlet of the storage chamber stream to
excite the liquid in this chamber with pressure pulses. Thus
the liquid forms a developing laminar-wavy flow in the
evaporator.

The falling liquid film is heated from below using an elec-
trically heated copper plate of 6 mm height, 630 mm length
and 130 mm width. The copper plate can be heated up to a
maximum temperature of #w,max = 60 �C if no liquid film
flows down the plate. During the experiment the tempera-
ture of the copper plate increases from 23 �C at the liquid
inlet to 33.2 �C at the position x = 410 mm as can be seen
in Fig. 16. These measurements are used as an initial guess
for the wall temperature in the evaluation procedure. An
integral temperature of the liquid film was invasively mea-
sured with a thermocouple. The physical properties of the
liquid are calculated with these temperatures and are
assumed to be constant while evaluating the phosphores-
cence signals. For the evaluation point at x = 230 mm the
temperature is # = 22.6 �C. The properties of water at
this temperature are q = 997.635 kg/m3, cp = 4.1805 kJ/
(kg K), k = 0.598 W/(m K), g = 0.949 � 10�3 kg/(ms) and
the Prandtl number is 6.66. The values are taken from the
CRC Handbook of Chemistry and Physics [13] and were
kept constant in the evaluation procedure. The temperature
of the counter-current gas stream remained constant at
17 �C. All temperatures were measured with an accuracy
of ±0.5 �C (Ahlborn Therm 2250-1).

5. Experimental data and evaluation

The settings used during the experiments on the lami-
nar-wavy liquid film flowing down the inclined and heated
plane are summarized in Table 1.

5.1. Film thickness and wave velocity

In Fig. 17 the film thickness versus time obtained from
fluorescence measurements at position x = 230 mm is



15.2 15.4 15.6 15.8 16 16.2 16.4 16.6 16.8 17
0.4

0.6

0.8

1

1.2

1.4

1.6

t [s]

d
f/d

f,
m

 [
−]

d
f,m

 = 1.04⋅10-3 m

1st 2nd 3rd

wave
hump

capillary
wave
region

substrate

wave
hump

capillary
wave
region

substrate

Fig. 17. Film contour at measuring point x = 230 mm for Re = 126.

1 2 3 4 5 6

x 10
−4

0

0.2

0.4

0.6

0.8

1

1.2

 t [s]

 M
/M

0

measurement

bound

initial guess 

estimate

Fig. 18. Phosphorescence decay curve measured in the peak of the third
wave of Fig. 17. Model-based signals calculated with temperature bounds,
the initial guess for the temperature distribution and with the estimated
temperature distribution, see Fig. 19.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

x 10
−3

16

18

20

22

24

26

28

30

32

 y [m]

ϑ 
[°

C
]

initial guess

lower bound ϑ
l

upper bound ϑ
u

estimate

Fig. 19. Temperature constraints to restrict the solution space, initial
guess and reconstructed temperature distribution from evaluation of the
measured signal shown in Fig. 18.

A. Schagen et al. / International Journal of Heat and Mass Transfer 49 (2006) 5049–5061 5057
depicted. At this position the velocity distribution in flow
direction can be approximated with the parabolic profile
described by Eq. (7). The mean of fluorescence emission
is based on 2000 data points measured in an interval of
40 s. This result constitutes the calibration value that corre-
sponds to the mean film thickness predicted by Nusselt the-
ory [19]

d f ;m ¼
3m2Rel

g sin u

� �1=3

¼ 1:04� 10�3 m: ð9Þ

Experimental values of Brauer [9] for vertical films and Al-
Sibai [6] for inclined wavy films confirm the relation of
Nusselt for the film thickness.

In Fig. 17 the course of the film thickness over time is
depicted relative to the mean film thickness. Looking at
the first and the third wave three characteristic regions of
a single wave can be identified. The capillary wave region
in front of the wave hump, which consists of the wave crest
and the wave back, and the substrate behind the wave
back. The maximum height of the wave peaks with respect
to the mean film thickness is about 55%. The minimal film
thickness with respect to the mean film thickness of about
40% is located in front of the wave hump.

Analyzing the fluorescence data leads to the mean wave
length kw = 0.18 m and the mean wave velocity uw = 0.4 m/s.
From a Fourier analysis the primary wave frequency can
be determined as fw = 2 Hz which corresponds to the exci-
tation frequency. Higher order frequencies which can be
found in the power spectrum result from the capillary
waves in front of the main wave.

The film surface contour at the measuring point is not
exactly periodic and equal in shape. One reason is that in
the laminar-wavy liquid flow the waves are not fully devel-
oped hydrodynamically at the measuring point. This is in
accordance with results of Ramaswamy et al. [20] who
showed in direct numerical simulations that with increasing
Reynolds number the length of the wave developing region
increases too. Already at a Reynolds number of Rel = 60
and an inclination angle u = 6.4� the wave developing
region reaches a length of 0.4 m.
5.2. Temperature distributions

The temperature distribution is obtained from the decay
of phosphorescence intensity. Such a phosphorescence
intensity decay curve is measured with a temporal resolu-
tion of 1 ls. For the reconstruction of a temperature profile
the phosphorescence decay within �0.6 ms is used. The
spatial resolution depends on the number of points to
which the temperature distribution is numerically mapped
in the evaluation procedure (N = 25). Therefore the spatial
resolution is about 40 lm in y-direction.

In this section the results for the temperature distribu-
tions for the third wave of Fig. 17 are presented. The eval-
uation of the signal measured in the wave peak is described
exemplarily. In Fig. 18 the noisy phosphorescence signal
measured within the wave peak at t = 16.44 s is given. With
the upper and lower temperature bounds, see Fig. 19, the



Fig. 21. Iso temperature lines along the wave at position x = 230 mm for
Re = 126.
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region of possible solutions is confined. The resulting
model-based signals are depicted in Fig. 18. The initial
guess for the temperature distribution makes use of the
wall temperature of #w = 30 �C at the position x =
230 mm and the liquid inlet temperature, see Fig. 16.
Although the initial guess is generated with an exponential
model, this model was not used for evaluation. The esti-
mated temperature profile shows a steep gradient at the
wall and a non-vanishing gradient at the interface.

To confirm that the reconstructed temperature profile is
an accurate fit to the experimental data, the mean relative
deviations e of the data from the calculated signals were
determined according to

ei;m ¼
1

k

Xk

j¼1

M iðtjÞ �M expðtjÞ
MiðtjÞ

ð10Þ

with i = 1: estimate, 2: initial guess, 3: upper bound, 4:
lower bound.

Fig. 20 shows the relative deviations e1(t) of the experi-
mental data from the signal calculated with the estimate of
the temperature distribution and the corresponding mean
value e1,m = �0.0097. Further the mean relative deviations
of the experimental data from the remaining signals were
calculated. The mean relative deviations are e2,m = 0.0946
with respect to the initial guess, e3,m = �0.362 with respect
to the upper bound (#u) and e4,m = 0.159 with respect to
the lower bound (#l). Evidently the mean relative deviation
e1,m is one order of magnitude closer to zero than the value
with respect to the initial guess e2,m. Thus the estimated
temperature profile gives the best phosphorescence signal
to fit the measured data.

Evaluation of all phosphorescence signals obtained from
the third wave in Fig. 17 leads to the temperature field
shown in Fig. 21. It can be seen that the surface tempera-
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ture as well as the temperature gradients in y-direction dif-
fer along the wave. In the wave crest and the wave back the
temperature gradient is steeper than in the capillary wave
region. The maximum change in the gradient along the
wave can be localized in front of the wave peak. The wave
hump, in which a large amount of mass with lower temper-
ature is transported, flattens the temperature boundary
layer of the substrate. The surface temperature in the wave
crest and the wave back varies from 21.7 to 23 �C. In the
capillary wave region a nearly constant temperature of
24 �C is reached.

6. Investigation of heat transfer in the wavy film flow

6.1. Local instantaneous heat transfer coefficient

In investigations on heat transfer in falling liquid film
evaporators or reactors often a constant local heat transfer
coefficient is assumed. As a result of the proposed measure-
ment method it can be shown that this assumption is a sim-
plification especially in the case of a wavy film.

The local heat transfer coefficient for the considered case
is defined as

aw;i ¼ �
k o#

oy jy¼0;df

D#w;i

ð11Þ

with the indices w and i denoting the wall and the interface
respectively. Heat transfer is driven by the overall temper-
ature difference, which is in the case of transfer from the
wall to the liquid is defined as D#w = #w � #i. Looking at
the transport from the liquid to the gas phase it is D# i =
#i � #g, the latter being the gas temperature. In Fig. 22
the course of the local heat transfer coefficient is depicted
for both cases normalized to the respective mean value.

The mean transfer coefficient at the heated wall is deter-
mined as aw,m = 2190.5 W/(m2 K) and for the value at the
interface ai,m = 184.2 W/(m2 K) is obtained. Both curves of
the local heat transfer coefficient show a significantly
higher value in front of the wave and a minimum beneath
the wave hump. After that the curves increase slowly to
their mean values. This is in qualitative agreement with



Fig. 23. Wave surface and instantaneous dimensionless local heat transfer
coefficient a* at Re = 50, taken from Adomeit et al. [1].
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the experimental results of Al-Sibai et al. [8]. The peak of
the transfer coefficients in front of the wave as a result of
our experiments cannot be found in their experiments. Pos-
sibly it is caused by the different experimental setups. Al-
Sibai et al. used an electrically heated thin foil (2 lm) to
realize a constant heat flux into a silicon oil film excited
with 10 Hz to laminar-wavy flow, a Reynolds number of
14.5 and a Prandtl number of 10. Numerical simulations
of Adomeit et al. [1] for a Reynolds number of 50 and a
Prandtl number of 1 are in good agreement with our exper-
imental results, see Fig. 23. The course of the dimensionless
local heat transfer coefficient is qualitatively the same.
Especially the peak in front of the wave and the behavior
beneath the wave is congruent.

6.2. Quantification of wave-induced convective heat transfer

It is well established, that different mechanisms lead to
an increase in local heat transfer observed in wavy film
flow. On one hand thinning of the residual layer due to
wave propagation leads to a reduced conductive resistance.
On the other hand wave-induced convective transport per-
pendicular to the bounding wall results in the exchange of
fluid between the region near the interface and the region
near the wall, which in turn leads to a local increase in
the slope of the temperature field. DNS data, obtained by
Miyara [17] for heat transfer in evaporating wavy film flow,
shows that the former mechanism predominates at low
values of the Prandtl number, while the later is prevalent
at high values of the Prandtl number.

In the present work the experimental data presented in
the previous sections where used to investigate the wave-
induced convective heat transfer inside the wavy film flow.
therefore the convective heat flux perpendicular to the wall
was quantified with the goal of identifying the regions of a
representative wave which predominantly contribute to this
mode of transport. For the quantitative evaluation the con-
cept of an effective heat flux subsuming diffusional and con-
vective heat transfer was employed.

Heat transfer in the wavy film flow is governed by the
unsteady energy equation without source terms:

o#

ot
þ u � o#

ox
¼ j � o

2#

ox2
þ j � o

2#

oy2
� v � o#

oy|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
F

ð12Þ

In order to quantify the effect of convective heat transfer per-
pendicular to the wall all terms describing heat transfer in y-
direction are subsumed in the generalized flux F. Arbitrarily
the generalized flux is formulated as a generalized diffusional
term in y-direction introducing an effective heat flux _q00eff

F � � 1

q � c �
o _q00eff

oy
ð13Þ

which thereby constitutes a parameter quantifying the sum
of the convective and diffusional heat fluxes in y-direction.
A definition for _q00eff can be obtained by integrating the gen-
eralized flux F in y-direction having introduced Eq. (13)

_q00eff ¼ _q00eff jy¼df
þ q � c �

Z df

y
j � o

2#

oy2
� v � o#

oy

� �
dy ð14Þ

Due to the fact that Eq. (13), defining the effective heat
flux, is a first order differential equation the definition of
_q00eff contains the boundary value _q00eff jy¼df

. In the absence
of a plausible boundary condition for _q00eff at the interface
this quantity cannot be determined. To adequately quan-
tify the effect of wave-induced convective heat transfer it
must therefore be eliminated.

This can be achieved by introducing the relative quan-
tity c:

c ¼
ð _q00eff � _q00eff jy¼df

Þ
_q00diff

ð15Þ

Here _q00diff designates the local, instantaneous diffusional
heat flux in y-direction defined by Fourier’s law

_q00diff ¼ �k � o#
oy

ð16Þ

Neglecting the diffusional heat transfer in y-direction at the
interface the parameter c can be interpreted as the ratio of
the difference of the effective and diffusional heat fluxes
between the considered point and the interface. It thereby
enables a quantitative assessment of the relative significance
of the wave-induced convective heat transfer.
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Insertion of Eq. (14) into Eq. (15) yields:

c ¼
q � c �

R df

y j � o2#
oy2 � v � o#

oy

� �
dy

_q00diff

ð17Þ

Thus c can be determined on the basis of the experimental
data described in this work using Eq. (17).

The terms o#
oy and o2#

oy2 can be directly calculated from the
experimental data. The component v of the velocity vector
has to be approximated and shall be addressed here.
Assuming the approximated distribution of the component
u of the velocity vector introduced in Section 2 the compo-
nent v follows from the continuity equation for an incom-
pressible fluid

v ¼ �
Z y

0

ou
ox

����
y

 !
dy ð18Þ

More considerable difficulties arise regarding the evalua-
tion of the differential ou

ox jy . No information with respect
to variation in x-direction is obtainable directly from the
experiment. However current efforts concentrate on tem-
perature and film thickness measurements with higher
spatial resolution in x-direction. For the time being an
approximation of ou

ox jy has to suffice.
Introducing some simplifications the partial derivative

ou
ox jy can be approximated as follows:

ou
ox

����
y

¼ � 1

cw

� ou�

ot
þ ou

oy
� od f

ot
� 1

cw

� y
d f

ð19Þ

A detailed description of the derivation of the above equa-
tion is presented in Appendix.

Fig. 24 depicts three curves of the parameter c for differ-
ent times of the temporal development of the representative
solitary wave pictured in Fig. 21. The different curves are
associated with the respective wave regions classified in
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Fig. 17. The depicted results show, that the relative signif-
icance of the convective heat flux in y-direction as quanti-
fied by the parameter c reaches a maximum in the region
of the center of the liquid layer at all considered points in
time. Further it is discernible, that the maximum value of
c is greatest for the point in time associated with the devel-
opment of the wave crest. The distributions of c associated
with the capillary wave region and the substrate region
respectively exhibit considerably smaller values.

7. Conclusion

A new measurement method for the determination of
the temperature distribution with high spatial and tempo-
ral resolution in thin liquid films is presented. This method
is based on the temperature dependent emission lifetime of
an optical indicator. First results for the heat transport in a
wavy falling liquid film flowing down a heated plane are
presented exemplarily.

With the temperature profiles determined from measure-
ments in a laminar-wavy falling liquid film the local heat
transfer coefficients and a parameter quantifying the rela-
tive significance of convective heat transfer perpendicular
to the wall at three points in the development of a solitary
wave are calculated. The calculations show that the local
heat transfer coefficient is not constant along the wave as
it is often assumed. Here the maximum value is reached
in front of the wave between the capillary wave region
and the wave crest. The results also indicate a wave induced
intensification of heat transfer due to convective transport
perpendicular to the wall in the central region of the film.

Further investigations of the kinetic phenomena cover-
ing single waves will be done for laminar-wavy falling
liquid films flowing down a heated plane at different posi-
tions in flow direction varying Reynolds number and incli-
nation angle of the evaporator. The results will be the basis
for research of coupled heat and mass transfer mechanisms
including chemical reactions in falling liquid films.
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Appendix. Approximation of the streamwise derivative of u

To determine the approximation for ou
ox jy , the field of the

velocity component u is mapped from the temporally vari-
able domain constituted by the liquid phase to a domain
which is temporally invariant:

uðx; y; tÞ 7! u�ðx; n; tÞ

n ¼ y
d fðx; tÞ
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It can be generally stated, that the field of the film thickness
and as a consequence the mapped field of the velocity com-
ponent u* are periodic with respect to the coordinates t and
x. Thus u* can be formulated as:

u�ðx; n; tÞ ¼ u�ðnÞ þWðg; nÞ ð20Þ
with:

g ¼ x � t � k � x

W ¼
X1
i¼1

aiðnÞ � cosði � gÞ þ
X1
i¼1

biðnÞ � sinði � gÞ

It was thereby assumed, that the amplitude of the oscilla-
tion of the film thickness and consequently of the velocity
component u� is independent of g.

The partial derivative ou�

ox jn of the mapped field of the
velocity component in x-direction thus follows:

ou�

ox

����
n

¼ � 1

cw

� ou�

ot
ð21Þ

The partial derivative ou
ox jy then results from ou�

ox jn by back-
ward transformation

ou
ox

����
y

¼ ou�

ox

����
n

� ou
oy
� od f

ox
� n ð22Þ

Finally following the same procedure as elaborated above
the spatial derivative of the film thickness can be expressed
as a function of the corresponding temporal derivative
under the introduced assumptions:

od f

ox
¼ � od f

ot
� 1

cw

ð23Þ

yielding the following expression for the approximative
quantification of the partial derivative ou

ox jy :
ou
ox

����
y

¼ � 1

cw

� ou�

ot
þ ou

oy
� od f

ot
� 1

cw

� y
d f

ð24Þ
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